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Foreword

Population-Based Nursing: Concepts and Competencies for Advanced Practice Second Edition, describes the significance of the role that nurses have played and must continue to play in population health. It addresses the core competencies for population-based nursing, as proposed by the American Association of Colleges of Nursing (AACN) for curricula in doctor of nursing practice (DNP) programs. These competencies, and thus this book, are equally important to nurses in any advanced practice role. The newly added chapter on the global implications of population-based nursing adds an entirely new and interesting dimension to the book.

Evidence-based nursing models for delivering population-based care are essential to achieving the mission of delivering accessible, affordable, high-quality care. Pay for performance based on quality versus quantity is becoming the standard. Quality is being measured by population-based patient outcomes. Patient engagement—through shared decision making, self-management goals, and supported transitions in care—is being recognized as an essential element in evidence-based models of care. All of these important elements are addressed in this text.

Beginning with the recognition of how many famous nurses ensured their place in history by providing population-based care, this book addresses the essential components for designing evidence-based population care: identifying outcomes, epidemiology, evidence at the population level, information systems to improve population outcomes, program design and development, evaluating practice at the population level, engaging communities, and challenges and implications for global health.

Population-Based Nursing: Concepts and Competencies for Advanced Practice Second Edition, challenges advanced practice nurses to design and provide evidence-based care to populations across healthcare settings locally, nationally, and globally. This newly revised text describes what nurses need to know to meet the challenges of providing population-based care in our constantly evolving world.

Nancy L. Rothman, MSN, EdD, RN
Independence Foundation Professor of Urban Community Nursing
Department of Nursing
College of Public Health
Temple University
Philadelphia, Pennsylvania

©Springer Publishing Company
Preface

The original inspiration for this book grew out of our experience while co-teaching an epidemiology course for students enrolled in a doctorate in nursing practice (DNP) program. We found it difficult to find a textbook that addressed the course objectives and was relevant to nursing practice. We decided a population-based nursing textbook, targeted for use as a primary course textbook in a DNP program or as a supplement to other course materials in a graduate community health nursing program, would be of great benefit and value to students enrolled in these programs. This book is the result of that vision. The chapters address the essential areas of content for a DNP program as recommended by the American Association of Colleges of Nursing (AACN), with a focus on the AACN core competencies for population-based nursing. The primary audience for this text are nursing students enrolled in either a DNP program or a graduate community health nursing program. Each chapter includes discussion questions to help nursing students use and apply their newly acquired skills from each chapter.

In this book, the second edition, our goals were to not only update the content of the existing chapters, but to add a chapter on global health in population-based nursing. We were fortunate that two nurses with extensive experience in global health (Dr. Irina McKeenan Campbell and Dr. Gloria J. McNeal) agreed to write a chapter for us in this emerging field.

Several changes covering a wide range of issues in the healthcare field have occurred over the past few years. These include the implementation of parts of the Affordable Care Act (including the IRS requirement for 501(c)(3) hospitals to conduct community assessments). Pay for performance has been implemented by the Centers for Medicare & Medicaid Services (CMS). The overconsumption of salt in the American diet and increasing usage of electronic cigarettes and hookahs have gained widespread attention. The term toxic stress has been coined to describe how exposure to prolonged and severe stressors, such as abuse, neglect, or being a witness or victim of violence, can lead to changes in the brain and to short-term and even long-term poor health outcomes. There is also increasing interest in the use of social media to address population health. This edition addresses these as well as other current issues in population-based nursing.

As in the first edition, this textbook includes successful strategies that nurses have used to improve population outcomes and reinforces high-level application of activities that require the synthesis and integration of information learned. The goal is to provide readers with information that will help them to identify healthcare needs at the population level and improve
population outcomes. In particular, Chapter 1 introduces the concept of population-based nursing and discusses examples of successful approaches and interventions to improve population health. In this edition we will use the title “advanced practice registered nurse” (APRN) instead of advanced practice nurse (APN). APRN is the title used in The Consensus Model for APRN Regulation, Licensure, Accreditation, Certification and Education (APRN Consensus Workgroup & National Council of State Boards of Nursing APRN Advisory Committee, 2008). This document is the product of the APRN Consensus Work Group and the National Council of State Boards of Nursing (NCSBN). It has been endorsed by more than 30 nursing specialty organizations. The use of this term, and the reason for the change, are addressed in the first chapter.

In order to design, implement, and evaluate interventions that improve the health of populations and aggregates, APRNs need to be able to identify and target outcome measures. Chapter 2 explains how to define, categorize, and identify population outcomes using specific examples from practice settings. The identification of outcomes or key health indicators is an essential first step in planning effective interventions and is a requirement for evaluation. The chapter includes a discussion of nurse-sensitive indicators, Healthy People 2020, national health objectives, and health disparities. Emphasis is on the identification of healthcare disparities and approaches that can be used to eliminate or mitigate them. APRNs can advocate needed change at local, regional, state, or national levels by identifying areas for improvement in practice, by comparing evidence needed for effective practice, and by better understanding health disparities. APRNs have an important collaborative role with professionals from other disciplines and community members to work toward eliminating health disparities.

Epidemiology is the basic science of prevention (Gordis, 2014). Evidence-based practice, as it relates to population-based nursing, combines clinical practice and public health through the use of population health sciences in clinical practice (Heller & Page, 2002). Programs or interventions that are designed by APRNs should be evaluated and assessed for their effectiveness and ability to change or improve outcomes. This is true at an individual or population level. Data from these programs should be collected systematically and in such a manner that can be replicated in future programs. Data collection must be organized and analyzed using clearly defined outcomes developed early in the planning process. Best practice requires that data are not just collected; data must also be analyzed, interpreted correctly, and, if significant, put into practice. Understanding how to interpret and report data accurately is critical as it sets up the foundation for evidence-based practice. With that said, it is important to understand the basics of how to measure disease or outcomes, how to present these measures, and to know what types of measures are needed to analyze a project or intervention.

Chapter 3 describes the natural history of disease and concepts that are integral to the prevention and recognition (e.g., screening) of disease. Basic concepts that are necessary to understand how to measure disease, and design studies that are used in population-based research, are discussed. Disease measures, such as incidence, prevalence, and mortality rates, are covered, and their relevance to practice is discussed. This chapter also includes information on primary, secondary, and tertiary prevention, and the concept of
causality is introduced. An additional section on survival and prognosis has been added. This additional material broadens the knowledge of readers with information necessary for advanced practice and interpretation of survival data. The basics of data analysis, including the calculation of relative risk, attributable risk, and odds ratio, are presented with examples of how to use these measures. Study design selection is an important part of the planning process for implementing a program. A portion of Chapter 3 is dedicated to introducing the most common study designs, because correct design selection is an essential part of sound methodology, successful program implementation, and overall success.

In order for APRNs to lead the field of evidence-based practice, it is critical that they possess skills in analytic methods to identify population trends and evaluate outcomes and systems of care (American Association of Colleges of Nursing [AACN], 2006). They need to carry out studies with strong methodology and be cognizant of factors that can affect study results. Identification and early recognition of factors that can affect the results or outcomes of a study, such as systematic errors (e.g., bias), should be acknowledged because they cannot always be prevented. In Chapter 4, the APRN is introduced to the elements of bias with a comprehensive discussion of the complexities of data collection and the fundamentals of developing a database. More in-depth discussion of study designs is covered, as well as a comprehensive review of ways to report on randomized and nonrandomized studies. Critical components of data analysis are discussed, including causality, confounding, and interaction.

In order to provide care at an advanced level, nurses must incorporate the concepts and competencies of advanced practice into their daily practice. This requires that APRNs acquire the knowledge, tools, and resources to know when and how to integrate them into practice. In Chapter 5, the APRN learns how to integrate and synthesize information in order to design interventions that are based on evidence to improve population outcomes. Nurses require several skills to become practitioners of evidence-based care. In this chapter, they learn how to identify clinical problems, recognize patient safety issues, compose clinical questions that provide a clear direction for study, conduct a search of the literature, appraise and synthesize the available evidence, and successfully integrate new knowledge into practice.

Information technologies are transforming the way that information is learned and shared. Online communities provide a place for people to support each other and share information. Online databases contain knowledge that can be assessed for information on populations and aggregates, and many websites provide up-to-date information on health and healthcare. Chapter 6 describes how technology can be used to enhance population-based nursing. It identifies websites that are available and how to evaluate them for quality. It also describes potential ways that technology can be used to improve population outcomes and how to incorporate technology into the development of new and creative interventions. APRNs use data to make decisions that lead to program development, implementation, and evaluation. In Chapter 7, the APRN learns how to design new programs using organizational theory. Nursing care delivery models that address organizational structure, process, and outcomes are described.
Oversight responsibilities for clinical outcomes at the population level are a critical part of advanced practice nursing. The purpose of Chapter 8 is to identify ways and means to evaluate population outcomes and systems changes, as well as to address issues of effectiveness and efficiency and trends in care delivery across the continuum. Strategies to monitor healthcare quality are addressed, as are factors that lead to success. These concepts are explored within the role and competencies of the APRN.

In order for APRNs to make decisions at the community level, APRNs who work in the community need to be part of the higher level of care management and policy decision making, in partnership with the community-based consortium of healthcare policy makers. Chapter 9 describes the tools for successful community collaboration and project development. Emphasis is placed on identifying community collaboration needs and assessment of their resources. Specific examples are given to guide APRNs in developing their own community projects.

Chapter 10 identifies barriers to change within communities and the importance of developing and sustaining community partnerships. Specific strategies for program implementation are discussed, as well as the methods to empower the community to advocate for themselves. Specific examples are given in order to guide APRNs in executing a project that has community acceptance and sustainability.

Finally, Chapter 11 explores the implications of global health for the APRN. Theories of global health, population health, and public/community health are differentiated and compared, to further the understanding of how environmental conditions (e.g., poverty, housing, access to care) affect the health status of individuals and groups. Recent patterns in international interdisciplinary collaborations are reviewed, including the global health competencies developed by the Association of Schools of Public Health (ASPH) and the AACN.

Qualified instructors may obtain access to an instructor’s manual for this title by contacting textbook@springerpub.com.

Ann L. Cupp Curley
Patty A. Vitale
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In order to provide leadership in evidence-based practice, advanced practice registered nurses (APRNs) require skills in the analytic methods that are used to identify population trends and evaluate outcomes and systems of care (American Association of Colleges of Nursing [AACN], 2006). APRNs need to be able to carry out studies with strong designs and solid methodology, taking into account the factors that can affect study results. This chapter discusses the complexities of data collection and the strengths and weaknesses of study designs used in population research. Critical components of data analysis are discussed, including bias, causality, confounding, and interaction.

ERRORS IN MEASUREMENT

A dilemma that may occur with population research is the difficulty of controlling for variables that are not being studied but that may have an impact on the results. Finding a statistical association between an intervention and an outcome or an exposure and a particular disease is meaningful only if variables are correctly controlled, tested, and measured. The purpose of a well-designed study is to properly identify the impact of the variable (or variables) under study and to avoid bias and/or design flaws caused by another, unmeasured variable.

Statistics are used to analyze population characteristics by inference from sampling (Statistics, 2002, p. 1695). They help us to translate and understand data. Before we can begin to understand a measured difference between groups, we have to identify the variation. But statistical analysis cannot overcome problems caused by a flawed study. When a researcher draws the wrong conclusion because of a problem with the research methodology, the result is a type I or type II error, also referred to as errors of inference. A type I error occurs when a null hypothesis is rejected when in fact it is true. A type II error occurs when one fails to reject a null hypothesis when in fact it is false.
Take, for example, an APRN who carries out a study to determine whether a particular intervention improves medication compliance in hypertensive patients. To keep the example simple, the intervention will simply be referred to as “Intervention A.” A null hypothesis proposes no difference or relationship between interventions or treatments. In this case, the null hypothesis is: There is no difference in medication compliance between hypertensive patients who receive Intervention A and those who receive no intervention. Let us assume that the APRN completes the study and carries out the statistical analysis of the data. The following conclusions are possible:

1. There is no significant difference in medication compliance between the two groups.
2. There is a significant difference in medication compliance between the two groups.

Now let us assume that the correct conclusion is number 1, but the APRN concludes that there is a difference in medication compliance between the two groups (rejects the null hypothesis when it is true). The APRN has committed a type I error. If the correct conclusion is number 2, but the APRN concludes that there is no difference in medication compliance between the two groups (fails to reject the null hypothesis when it is false), then a type II error has occurred (Table 4.1).

When using data or working with data sets, it is critical to understand that mistakes can occur where measurements are involved. There are two basic forms of error of measurement: random error (also known as nondifferential error) and systematic error (also known as bias). Random errors occur as the result of the usual, everyday variations that are expected and that can be anticipated during certain situations. The result is a fluctuation in the measurement of a variable around a true value. Systematic errors occur not as the result of chance but because of inherent inaccuracies in measurement. They are typically constant or proportional to the true value. Systematic error is generally considered the more critical of the two. It can be the result of either a weak study design or a deliberate distortion of the truth.

### Random Error

Random error measurements tend to be either too high or too low in about equal amounts because of random factors. Although all errors in measurement

### Table 4.1 • Type I and Type II Errors

<table>
<thead>
<tr>
<th>Conclusion</th>
<th>Relationship Does Not Exist</th>
<th>Relationship Exists</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Conclude</strong></td>
<td>Correct Decision</td>
<td>Type II Error ($\beta$)</td>
</tr>
<tr>
<td>Relationship Does Not Exist (Fail to reject Null Hypothesis)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Conclude</strong></td>
<td>Type I Error ($\alpha$)</td>
<td>Correct Decision Power (1 − $\beta$)</td>
</tr>
<tr>
<td>Relationship Exists (Reject Null Hypothesis)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
are serious, random errors are considered to be less serious than bias because they are less likely to distort findings. Random errors do, however, reduce the statistical power of a study and can occur because of unpredictable changes in an instrument used for collecting data or because of changes in the environment. For example, if one of three rooms being used to interview subjects became overheated occasionally during data collection, making the subjects uncomfortable, it could affect some of their responses. This effect in their responses is an example of a random error of measurement.

**Systematic Error**

There are several types of systematic error or bias and all of them can impact the validity of study results. Bias can occur in many ways and is commonly broken down into 2 categories: selection and information bias. Such things as how the study design is selected, how subjects are selected, how information is collected, how the study is carried out (the conduct), or how the study is interpreted by investigators are all forms of potential bias. These problems can result in a deviation from the truth, which can lead to false conclusions.

**Selection Bias**

*Selection bias* occurs when the selected subjects in a sample are not representative of the population of interest or representative of the comparison group, and as a result, this selection of subjects can make it appear (falsely) that there is or is not an association between an exposure and an outcome. Selection bias is not simply an error in the selection of subjects for a study, but rather the systematic error that occurs with “selecting a study group or groups within the study” (Gordis, 2014, p. 263). Nonprobability sampling (nonrandom sampling) is strongly associated with selection bias. In nonprobability sampling, members of a target population do not share equal chances of being selected for the study or intervention/treatment group. This can occur with studies using convenience samples or volunteers. People who volunteer to participate in a study may have characteristics that are different from people who do not volunteer, and this can impact the outcome of the results and is simply referred to as *volunteer bias*. Similarly, people who do not respond to surveys may possess characteristics different from those who do respond to surveys. Thus, it is important to characterize nonresponders as much as possible, as the characteristics of responders may be very different from those of nonresponders and can lead to errors in survey interpretation. The best way to avoid this type of bias is to keep it at a minimum unless the characteristics of nonresponders can be identified and addressed. Another form of selection bias is *exclusion bias*, and this can occur when one applies different eligibility criteria to the cases and controls (Gordis, 2014). *Withdrawal bias* can occur when people of certain characteristics drop out of a group at a different rate than they do in another group or are lost to follow-up at a different rate. This can also lead to systematic error in the interpretation of data. APRNs must be aware of these types of error early in their study design. All of these types of systematic error can have an impact on how data are interpreted; therefore, minimizing these types of error through careful assessment of subject
selection and eligibility criteria, and monitoring of characteristics in the populations of interest are critical for successful research and program implementation. Finally, probability sampling methods (random sampling) can be used to ensure that all members of a target population have an equal chance of being selected into a study, thereby eliminating the chance of selection bias (Shorten & Moorley, 2014).

**Information Bias**

*Information bias* deals with how information or data are collected for a study. This includes the source of data that are collected, such as hospital records, outpatient charts, or national databases. Many of these types of data are not collected for research purposes; so they may be incomplete, inaccurate, or contain information that is misleading. This can complicate data analysis as the information abstracted from these sources may be incorrect and can lead to invalid conclusions. *Measurement bias* is a form of information bias and occurs during data collection. It can be caused by an error in collecting information for an exposure or an outcome. Calibration errors can occur when using instruments to measure outcomes. This type of bias can also occur when an instrument is not sensitive enough to measure small differences between groups or when interventions are not applied equally (e.g., blood pressure measurements taken using the wrong cuff size). Information bias also includes how the data are recorded and classified. This can lead to *misclassification bias*, in which a control may be recorded as a case or a case is classified as having an exposure or exposures that he or she did not actually have. Misclassification bias can be subdivided into differential and nondifferential. For example, *differential misclassification* occurs when a case is misclassified into exposure groups more often than controls. In this case, this type of bias usually leads to the appearance of a greater association between exposure and the cases than one would find if this bias was not present (Gordis, 2014). In *nondifferential misclassification*, the misclassification occurs as a result of the data-collection methods such that a case is entered as a control or vice versa. In this situation, the association between exposure and outcome may be “diluted,” and one may conclude there is not an association when one really exists (Gordis, 2014). Another example of misclassification bias occurs when members of a control group are exposed to an intervention. This results in *contamination bias*. An example would be a nurse who floats from the floor where hourly rounding is being carried out to a control floor where no rounding is supposed to occur, but the nurse carries out hourly rounding on the control floor. In this case, contamination bias minimizes the true differences that would have been seen between groups. However, these cases should not be reassigned; in fact, any unexpected or unplanned crossover that occurs should be analyzed in the original group to which it was assigned by the investigator. This is known as the *intent-to-treat principle*. For example, patients who are assigned to one group or another and crossover intentionally or accidentally to the other group should be analyzed according to their original assignment. *Intent to treat* simply means that you assign patients to the original group you intended to treat them in from the start of the study regardless of the treatment they received.
If information is obtained from interviews, there can be bias introduced based on how the questions are asked or there may be variance between interviewers in how the questions are prompted to the subject. Recall bias happens when subjects are asked to remember or recall events from the past. For example, people who experience a traumatic event in their lives may recall events of that day more accurately and with more detail than someone asked to recall events from a day without significance. Reporting bias occurs when a subject may not report a certain exposure as he or she may be embarrassed or not want to disclose certain personal information, or the subject may report certain things to gain approval from the investigator (Gordis, 2014). The effects of bias can impact a study in two ways. It can make it appear that there is a significant effect when one does not exist (type I error), or there is an effect but the results suggest there is no effect (type II error) (see Table 4.1).

Finally, an APRN needs to be aware of publication bias (another type of information bias), particularly when carrying out systematic reviews or meta-analyses. Publication bias refers to the tendency of peer-reviewed journals to publish a higher percentage of studies with significant results than those studies with nonsignificant or negative statistical results. This problem has been identified and studied for decades, and there is evidence that the incidence of publication bias is on the increase (Joober, Schmitz, Annable, & Boksa, 2012). Song et al. (2009) completed a meta-analysis to determine the odds of publication by study results. Although they identified many problems that were inherent in studying publication bias (e.g., they pointed out that studies of publication bias may be as vulnerable as other studies to selective publication), they concluded that “[t]here is consistent empirical evidence that the publication of a study that exhibits significant or ‘important’ results is more likely to occur than the publication of a study that does not show such results” (p. 11). Among their recommendations was that all funded or approved studies should be registered and the results publicly available.

There are several issues related to publication bias. It can give readers a false impression about the impact of an intervention, it can lead to costly and futile research, it can distort the literature on a topic, and can be unethical. People who participate in research studies (subjects) are often told that their participation will lead to a greater understanding of a problem. There is a breach of faith when the results of these studies are not published and shared in the scientific community (Joober et al., 2012; Siddiqi, 2011). The publication of both categories of research is ethical and provides a more balanced and objective view of current evidence.

In summary, bias must be recognized and addressed early in the study design. Ultimately, bias should be avoided when possible, but if it is recognized, it should be acknowledged in the interpretation of results and addressed in the study discussion.

CONFOUNDING

Confounding occurs when it appears that a true association exists between an exposure and an outcome, but in reality, this association is confounded by another variable or exposure. An interesting study by Matsumoto, Ishikawa, and
Kajii (2010) raised questions about the potential confounding effect of weather on differences found among communities in Japan. They investigated the rural–urban gap in stroke incidence and mortality by conducting a cohort study that included 4,849 men and 7,529 women in 12 communities. On average, subjects were followed for 10.7 years. Information on geographic characteristics (such as population density and altitude), demographic characteristics (including risk factors for stroke), and weather information (such as rainfall and temperature) were obtained and analyzed using logistic regression. The researchers discovered a significant association between living in a rural community and stroke, independent of risk factors. However, further analyses revealed that the actual link may be between the weather and stroke. They proposed that the difference seen in the incidence of stroke in these communities may be related not to living in a rural versus an urban community, but by the weather differences between communities. Low temperatures are known to cause an increase in coagulation factors and plasma lipids, and therefore, differences in weather could have an impact on the incidence of stroke. They cite the small number of communities as a limitation of the study, and for this reason they did not generalize their findings. But they did raise an important point: It is important to be aware of the many variables (e.g., biologic, environmental, etc.) that may confound a relationship in population studies (Matsumoto et al., 2010).

Identification of confounding or other causes of spurious associations is important in population studies. A confounder is a variable that is linked to both a causative factor or an exposure and the outcome. There are many examples of confounders, such as age, gender, and socioeconomic status. Confounding occurs when a study is performed, and it appears from the study results that an association exists between an exposure and an outcome, when, in fact, the association is actually between the confounder and the outcome. Another example of confounding might occur if an APRN carried out a study to determine whether there is a relationship between age and medication compliance without controlling for income. Younger, working patients might be more compliant not because of the age factor, but because they have the resources to buy their medications. If confounding is ignored, there can be long-term implications as the APRN may implement interventions for medication compliance with education programs aimed at older patients without considering problems related to income. The intervention would ultimately not succeed because the relationship is false or not causal due to confounding. By definition, confounders must be known risk factors for the outcome and must not be affected by the exposure or the outcome (Gordis, 2014). Confounding, although difficult to avoid, must be recognized and accounted for in studies.

There are some techniques that an APRN can use to reduce the effects of confounding variables. Random assignment to treatment and nontreatment groups can reduce confounding by ensuring each group has similar shared characteristics that otherwise might lead to spurious associations. In the earlier example, if you were concerned about the socioeconomic status and education level, you may stratify early on for those characteristics and randomly assign from each of those groups so that they are equally represented in your intervention and nonintervention groups. When random assignment is not possible, the matching of cases and controls for possible confounding variables can improve equal representation of subjects and can minimize the effect of confounding.
Investigators can match groups or individuals. Group matching allows groups with similar characteristics of interest to be matched to each other. Each group should share a similar proportion of the characteristics of interest. Usually, cases should be selected first, and the control group should be selected with similar proportions of the characteristics of interest (Gordis, 2014).

In individual matching, each individual case is matched to a control with similar characteristics of interest. This is referred to as matched pairs. One has to be careful not to match cases and controls for too many characteristics, as it can be difficult to find a control or the control may be too similar to the case and true differences may not be able to be demonstrated in the analysis phase. Using strict inclusion and exclusion criteria also can be helpful and should be applied similarly for comparison groups. There are limitations to the latter two methods.

Although it is possible to match for known confounding variables, there may be other unknown confounding variables that cannot be controlled for and, if not recognized, can impact study conclusions. If the study groups are matched for gender, then gender cannot be evaluated in the final analysis. Additionally, if the study is matched for too many variables, this can also limit the study as all of the matched variables cannot be studied, and this may limit the ability to make valid conclusions. There is a similar problem with inclusion and exclusion criteria as both criteria should be applied the same to each of the study groups. The method for analyzing data can also help reduce problems related to confounding.

Multivariable regression, for example, can measure the effects of multiple confounding variables. This method is useful only when the variables are recognized and acknowledged. Recognition of confounders requires a basic understanding of the relationship between an exposure and a disease or an outcome, and can also be identified by performing a stratified analysis first. Once confounders are determined, then these variables can be added in and removed from the model one at a time. Interaction needs to be assessed, and the exposure–disease relationship is determined. These inferential methods estimate the contribution of each variable to the outcome while holding all other variables constant in the model. The objective is to include a set of variables that are theoretically or actually correlated with both the intervention and the outcome to reduce the bias of treatment effect. Therefore, the goal of regression analysis is to identify causal relationships by recognizing the confounders to ensure found relationships are real and not spurious (Kellar & Kelvin, 2013; Starks, Diehr, & Curtis, 2009).

INTERACTION

Whenever two or more factors or exposures are being studied simultaneously, the possibility of interaction exists. Interaction occurs when one factor impacts another such that one sees a greater or lesser effect than would be expected by one factor alone. Synergism occurs when the combined effect of two or more factors is greater than the sum of the individual effects of each factor. And conversely, the opposite or negative impact can be seen with antagonism of factors. One example of antagonism is seen with the interaction of exercise and diet. The combination of these two factors can actually reduce the risk of heart disease more than each factor alone. Synergistic models can have an additive effect in which the effect of one factor or exposure is added to another or can
have a multiplicative effect in which the effect of one factor multiples the effect of another factor. For example, epidemiologists identified an interactive effect between cigarettes and alcohol; these two factors together have a multiplicative effect on the risk of developing digestive cancers (Sjödahl et al., 2007). There are many synergistic effects that can be found in clinical practice, especially as they pertain to drugs. First-generation antihistamines, such as chlorpheniramine, have a synergistic effect on opioids such as codeine. Patients are warned not to take them in combination as the sedative effects are more significant when taken together. APRNs who carry out investigations need to be aware of the potential interactions when examining the effects of multiple exposures on an outcome. A discussion on how to determine whether a model is multiplicative or additive can be found in more detail in an advanced epidemiologic textbook, but a basic understanding is necessary for interpreting the different outcomes that can occur from multiple exposures.

There are clearly many sources of error that can occur while conducting a study. The informed APRN needs to identify and acknowledge these types of errors and work to minimize them. Therefore, it is essential that APRNs recognize when errors occur and how they can impact a study, and should be familiar with measures that can be taken to avoid or minimize errors.

**RANDOMIZATION**

Randomized controlled trials (RCTs) are considered inherently strong because of their rigorous design. Random selection of a sample and random assignment to groups are objective methods that can be used to prevent bias and produce comparable groups. Random assignment helps to minimize bias by ensuring that every subject has an equal chance of being selected and that results are more likely to be attributed to the intervention being tested and not to some other extraneous factor such as how subjects were assigned to the treatment or control group. It is impossible to know all of the characteristics that could influence results. The random assignment of subjects to different treatment groups helps to ensure that study groups are similar in the characteristics that might affect results (e.g., age, gender, ethnicity, and general health). As a general rule, the greater the number of subjects that are chosen and assigned into the treatment or nontreatment groups, the more likely that the groups will be similar for important characteristics (Shott, 1990).

**Blinding**

Another problem encountered in research occurs when investigators or subjects themselves have an effect on study results. This can happen when a researcher’s personal beliefs or expectations of subjects can influence his or her interpretation of the outcome. Sometimes observers can err in measuring data toward what is expected. If subjects know or believe that they are given a placebo or the nonexperimental treatment, it may cause them to exaggerate symptoms that they would dismiss if given the experimental treatment. These actions by both investigators and subjects are not necessarily intentional; they can occur subconsciously.
The best way to eliminate or minimize this type of bias is to use a single-blind or a double-blind study design. In a double-blind study, both the subjects and the investigators are blinded, that is, unaware of which group is receiving the experimental treatment or intervention. Sometimes it is impossible to blind the investigator because of the nature of the treatment, in which case a single-blind design, in which the subjects are unaware of which group they are in, can be used. If blinding cannot be used, measures need to be taken that ensure that study groups are followed with strict objectivity.

**DATA COLLECTION**

As mentioned earlier, how data are collected and analyzed can lead to bias when conducting a study. The training of investigators to ensure that data are collected uniformly from all subjects and the use of a strict methodology for data collection and analysis contribute to a strong study design. Objective criteria should be used for the collection of all data. Strict inclusion and exclusion criteria should be developed in writing so that there are no questions as to what criteria are to be applied to the study. Avoiding subjective criteria is important as it can lead to inconsistent application of criteria. For example, if you chose “ill appearance” as an exclusion criterion, it may be difficult to apply this criterion uniformly as each APRN may have different levels of experience making this assessment. Objective criteria, such as heart rate greater than 120 beats per minute, respiratory rate greater than 24 breaths per minute, or oxygen saturations less than 90%, are easy to apply uniformly. Of course, even those criteria can be incorrectly assessed by someone who is inexperienced; however, one can see that these types of data are more easily reproducible within and between studies. One way to assess reliability between raters in a study is by using the kappa statistic. This statistic tests how reliable different investigators or data collectors are in their assessment or interpretation of data beyond what one would expect by chance alone.

\[
\text{Kappa} = \frac{\text{(Percent agreement observed)} - \text{(Percent agreement expected by chance alone)}}{100\% - \text{(Percent agreement expected by chance alone)}}
\]

If you were to evaluate two observers without any training, you would expect them to agree a certain percentage of the time and that percentage represents the chance of agreement, usually around 50%. Using the kappa statistic, you can estimate how reliable this agreement is by subtracting out the percentage expected by chance alone. Kappa values that are greater than 0.75 represent excellent agreement, and those values less than 0.40 represent poor agreement. These values, although not perfect, can give an investigator an assessment of how well her or his observers are agreeing with each other in their data interpretation (Landis & Koch, 1977). The kappa statistic appears frequently in the literature, and the APRN should be familiar with its use and limitations (Maclure & Willett, 1987).

One of the first steps in data analysis is to compare the demographic information of each of the groups studied to ensure that they are matched for
important characteristics and that they represent the population of interest. Frequencies of data can be generated and compared for similarities and differences. This should be done early on so that any imbalance between groups is addressed before it becomes a problem in the analysis stage. This reiterates the importance of generating strict inclusion and exclusion criteria that can be followed with minimal error.

CAUSALITY

Ernst Mach, an Austrian professor of physics and mathematics and a philosopher, argued that all knowledge is based on sensation and that all scientific measurements are dependent on the observer’s perception. He proposed that “in nature there is no cause and effect” (Hutteman, 2013, p. 102). This is a relevant quote to begin a discussion of causality, because causality is a complex issue faced by all investigators. A single clinical disease can have many different “causes,” and one cause can have several clinical consequences. Causality becomes even more complex when we begin to look at chronic diseases. Chronic diseases can have multiple etiologies. Cardiac disease, for example, has multiple causes such as genetic predisposition, obesity, smoking, lack of exercise, poor diet, or any combination of these factors.

A useful definition of causation for population research is that an increase in the causal factor or exposure causes an increase in the outcome of interest (e.g., disease). With that said, if an association is found between an exposure and an outcome, then the next question is: Is it causal? There are many theories of causation, some of which have been addressed in Chapter 3, but no one theory can explain entirely the complex interactions of an exposure with the development of disease or an outcome.

There are multiple criteria that can help determine causality. No one criterion in and of itself determines causality, but each one may help strengthen the argument for or against causality. One important criterion is the determination of a statistical strength of association. Statistics are used to test hypotheses: Is an exposure or risk factor present significantly more often in a population with the disease than without? If a new intervention is put into place, is there a significant improvement in the targeted outcome? The strength of association is measured by such things as relative risk and attributable risk. Another criterion is the confirmation of a temporal relationship: The suspected exposure or risk factor needs to occur before the disease or outcome. For example, a person needs to smoke before he or she develops lung cancer in order to attribute lung cancer to smoking as a potential causal agent. To show a causal relationship requires the elimination of all known alternative explanations and an experienced investigator will seek out other potential explanations to explain why such a relationship may not exist (Katz, Elmore, Wild, & Lucan, 2013).

Two additional important considerations are scientific plausibility and the ability to replicate findings. Scientific plausibility refers to coherence with our current body of knowledge as it relates to the phenomenon under study. That is, do the results make sense based on what we know about the phenomenon? For example, is it biologically plausible that exposure to cigarette smoke (e.g., benzene, nicotine, tar) could convert normal cells into cancer cells?
Additionally, the ability to replicate findings in different studies and in different populations provides strong evidence that a causal association exists. Other criteria for causation include the dose–response relationship. For example, with increasing exposure (e.g., smoking), one can see increasing risk of disease (e.g., lung cancer). Similarly, if one has a cessation of exposure, one would expect a cessation or reduction of disease. Finally, another criterion worth mentioning is consistency with other knowledge. This criterion takes into consideration knowledge of other known factors (e.g., environmental changes, product sales, behavioral changes) that may indicate a causal relationship. For example, if a law is passed that prohibits smoking in public places, it may result in fewer cases of smoking-related diseases reported in area hospitals. These criteria, in concert with a strong study design and methodology, can assist an APRN in determining the likelihood of causality when an association is found between an exposure and an outcome (Gordis, 2014).

Causes can be both direct and indirect. An example of a direct cause would be an infectious agent that causes a disease. Pertussis (whooping cough, a bacterial infection) is caused by Bordetella pertussis. The disease is a direct cause of the organism. Toxic shock syndrome is an example of an indirect cause. Although the staphylococcal organism and its toxins are the direct cause of the syndrome, the indirect cause (and the first factor that was identified) is tampons.

Even the infectious disease process is not simple. Both the host and the environment can have an impact on the infectious disease process. Characteristics of the host (e.g., age, previous exposures, general health, and immune status) can influence the development of the disease. Environmental conditions also play a role. A good example is influenza, which is most prevalent during certain times of the year. Infectious disease departments document these seasonal trends during the year, and they are available for hospitals to review. Such information can assist in antibiotic selection, hospital staffing, and educational campaigns to ensure immunizations or prevention programs are put into place. Awareness of seasonal fluctuations in certain diseases, trends in drug resistance, or changes in the community that affect the overall management of a patient are important in an APRN’s practice. By following these trends, the APRN can better assess the needs of the community and ensure that appropriate resources are available to address the fluctuations that occur naturally in all communities.

SCIENTIFIC MISCONDUCT (FRAUD)

Scientific misconduct includes (but is not limited to) gift authorship, data fabrication and falsification, plagiarism, and conflict of interest. It can have an impact on researchers, patients, and populations (Karcz & Papadakos, 2011). No one wants to believe that there are investigators who commit fraud by deliberately distorting research findings, but it does happen. Unfortunately, in some cases, the fraud is intentional; in other cases it occurs via a series of missteps from methodology to analysis. As mentioned earlier, multiple forms of bias or confounding can be introduced into a study, and these, if ignored, can lead to spurious results. Intentionally ignoring these issues, especially without addressing them as a limitation, can be fraudulent. Acceptance for publication
in a prominent peer-reviewed journal and/or evidence that the protocol was approved by an institutional review board (IRB) does not ensure the accuracy and/or ethical conduct of that research.

Perhaps one of the most infamous cases of fraud involved a well-respected peer-reviewed journal. In 1998, *The Lancet* published an article written by Andrew Wakefield and 12 others that implied a link between the measles–mumps–rubella (MMR) vaccine and autism and Crohn’s disease. Although epidemiologists pointed out several study weaknesses, including a small number of cases, no controls, and reliance on parental recall, it received wide notice in the popular press. It was 7 years before a journalist uncovered the fact that Wakefield altered facts to support his claim and exploited the MMR scare for financial gain. *The Lancet* retracted the paper in 2010 (Godlee, Smith, & Marcovitch, 2011). A series of articles in the *British Medical Journal* (Deer, 2011) revealed how Wakefield and his associates distorted data for financial gain. Before this article was retracted, it caused widespread fear among parents and accelerated an antivaccine movement that many blame for the resurgence of infectious diseases among children.

In 2006, a writer for *The New York Times* (Interlandi, 2006) wrote an article that described a case of fraud that involved a formerly tenured professor at the University of Vermont. Dr. Eric Poehlman was tried in a federal court and found guilty. He was sentenced to 1 year and 1 day in jail for fraudulent actions that spanned 10 years. His misconduct included using fraudulent data in lectures and in published papers, and using these data to obtain millions of dollars in federal grants from the National Institutes of Health (NIH). He pleaded guilty to fabricating data on obesity, menopause, and aging. Interlandi’s article, which includes a very detailed account of Dr. Poehlman’s actions and his downfall, documents how a “committed cheater can elude detection for years by playing on the trust—and self-interest—of his or her junior colleagues” (p. 3).

It is safe to say that the majority of researchers carry out their research with scrupulous attention to detail and with integrity, but APRNs need to be aware that instances such as those mentioned earlier do happen. As stated in Chapter 3, it is important that when an APRN is making decisions related to population-based evaluation, the decisions need to be based on a sound methodological framework that includes ethical considerations of the effect of the research on the population as a whole. It is also important that APRNs are aware that fraud occurs in research and that they should be vigilant not only in how they carry out research but also in how they critically review the results of studies by other investigators.

**STUDY DESIGNS**

There is no perfect study design; however, there are strategies that can be used to decrease the threat of bias and increase the likelihood that hypotheses are answered accurately. The awareness that bias and confounding can cause a threat to the validity of study results is important and may be unavoidable; however, recognizing these limitations and addressing them within your study is even more critical. The design of high-quality and transparent studies...
creates a good foundation for evidence-based practice. Table 4.2 outlines the strengths and weaknesses of study designs used in population research.

**Randomized Controlled Trials**

When carefully designed, RCTs can provide the strongest evidence for the effectiveness of a treatment or intervention. Subjects are randomly assigned to either the intervention group (which will receive the experimental treatment or intervention) or the control group (which will receive the nonexperimental treatment or no intervention). Inclusion and exclusion criteria for the participants must be precise and spelled out in advance.

RCTs are considered strong designs because of their ability to minimize bias; however, if the randomization is not executed in a truly random manner, then the design can be flawed, or if the data are not reported consistently,

### TABLE 4.2 • Strengths and Weaknesses of Study Designs

<table>
<thead>
<tr>
<th>Type of Study</th>
<th>Strengths</th>
<th>Weaknesses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Randomized controlled trials</td>
<td>• Lower likelihood of confounding variables</td>
<td>• Labor intensive</td>
</tr>
<tr>
<td></td>
<td>• Minimize bias in treatment assignment</td>
<td>• Costly</td>
</tr>
<tr>
<td></td>
<td>• Able to control intervention or treatment</td>
<td>• Lengthy</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Sometimes impractical or unethical to conduct</td>
</tr>
<tr>
<td>Cohort designs</td>
<td>• Able to identify confounding and address in the study</td>
<td>• Labor intensive</td>
</tr>
<tr>
<td></td>
<td>• Able to control exposure</td>
<td>• Costly</td>
</tr>
<tr>
<td></td>
<td>• Able to calculate relative risk and incidence rates</td>
<td>• Lengthy</td>
</tr>
<tr>
<td></td>
<td>• Can study multiple outcomes</td>
<td></td>
</tr>
<tr>
<td>Case-control</td>
<td>• Inexpensive</td>
<td>• Risk of bias and confounding variables</td>
</tr>
<tr>
<td></td>
<td>• Shorter time to completion</td>
<td>• Sometimes unable to measure or determine exposure</td>
</tr>
<tr>
<td></td>
<td>• Able to study variables with long latency or impact periods</td>
<td>• Selection bias</td>
</tr>
<tr>
<td></td>
<td>• Provides a means to compare groups</td>
<td>• Measurement error</td>
</tr>
<tr>
<td></td>
<td>• Able to calculate odds ratios</td>
<td>• Recall bias</td>
</tr>
<tr>
<td></td>
<td>• Able to study rare or fatal diseases</td>
<td>• Cannot assess risk</td>
</tr>
<tr>
<td></td>
<td>• Can study multiple exposures</td>
<td></td>
</tr>
<tr>
<td>Cross-sectional</td>
<td>• Able to calculate prevalence of population studied</td>
<td>• Risk of confounding variables</td>
</tr>
<tr>
<td></td>
<td>• Assesses exposures and outcomes at one time</td>
<td>• Selection bias</td>
</tr>
<tr>
<td></td>
<td>• Provides a snapshot of study population</td>
<td>• Cannot control for or identify the significance of potentially important variables</td>
</tr>
<tr>
<td></td>
<td>• Inexpensive</td>
<td>• Cannot assess risk</td>
</tr>
</tbody>
</table>
then errors can lead to invalid conclusions. Consolidated Standards of Reporting Trials (CONSORT) is a method that has been developed to improve the quality and reporting of RCTs. It offers a standard way for authors to prepare reports of trial findings, facilitate their complete and transparent reporting, and aid their critical appraisal and interpretation (CONSORT Group, 2014). The CONSORT checklist items focus on reporting how the trial was designed, analyzed, and interpreted; the flow diagram displays the progress of all participants through the trial (CONSORT Group, 2014). The CONSORT guidelines are endorsed by many professional journals and editorial organizations. They are part of an effort to improve the quality and reporting of research that is conducted to make better clinical decisions. Both the CONSORT checklist and the CONSORT flow diagram can be accessed at www.consort-statement.org/consort-2010.

RCTs are believed to provide the most reliable scientific evidence, but they can be expensive, time-consuming, and sometimes difficult to conduct for ethical reasons. There are general guidelines that APRNs can follow when conducting a study to provide a framework for a quality design. They are as follows:

- Formulate an answerable research question (see Chapter 5).
- Complete an extensive review of the literature to determine what is currently known about the problem and to provide a sound theoretical background (see Chapter 5).
- Select a study design that will best answer the research question.
- Choose a study design that is feasible in terms of both time and money.
- Once a design is chosen, plan every step of the research process before beginning the study (e.g., determination of inclusion and exclusion criteria, selection of primary and secondary outcomes of interest).
- Ensure that comparison groups are as similar as possible; stratify for possible confounders early on to avoid making false conclusions.
- Determine sufficient sample size to ensure the study has adequate power for result interpretation.
- Use objective criteria for the collection of all data.
- Train all investigators to ensure that data are collected uniformly.
- Choose the appropriate methods for data analysis.
- Provide sufficient and clear details of the study in papers and presentations to allow others to understand how the study was carried out and to allow them to assess for possible biases (e.g., provide an audit trail).

**Cohort Studies**

*Cohort* designs can be either prospective or retrospective. In a prospective cohort design, the investigator selects a group of individuals who were exposed to a factor of interest and compares it to a group of nonexposed individuals and follows both groups to determine the incidence of an outcome (e.g., disease). This type of design should be carried out when the APRN has good evidence (a sound theoretical base) that links an exposure to an outcome. A well-designed, prospective cohort study has the potential to provide better evidence than a poorly designed RCT. One of the major problems with cohort studies is that they can be time-consuming and expensive if the cohort needs
to be followed for a prolonged period of time, and the longer the time period involved, the more likely that participants can and will be lost to follow-up. This potential loss of subjects can result in withdrawal bias, particularly when people with certain characteristics drop out of one group at a different rate than that of another group or are lost to follow-up at different rates. Both of these occurrences can lead to spurious results or results that are difficult to generalize. For example, subjects who participate for the duration of a study may be healthier than those who drop out, leading to potential characteristic differences between groups that may affect the final analysis. These types of differences can falsely dilute observed differences between groups or falsely strengthen results and should be avoided when possible.

When conducting a cohort study, investigators should provide detailed information on the following: subjects’ data that are lost or incomplete, subjects’ rates of withdrawal or loss to follow-up, characteristics of subjects that are lost to follow-up or who have withdrawn from the study, and, when possible, reasons for the dropouts. They should also include detailed descriptions of the groups that are included in the analysis of outcomes (e.g., age, gender, family history, and severity of disease).

Des Jarlais, Lyles, Crepaz, and the TREND Group (2004) first presented the Transparent Reporting of Evaluations with Nonrandomized Designs (TREND) in the *American Journal of Public Health*. These guidelines provide a framework for the design and reporting of nonrandomized studies in order to facilitate research synthesis. The TREND checklist has 22 steps and was designed for use as an evaluation tool of nonrandomized behavioral or public health intervention studies. The TREND statement and checklist are available through the Centers for Disease Control and Prevention website, www.cdc.gov/trendstatement. These types of studies should include a defined intervention and research design that provides for an assessment of the efficacy or effectiveness of the intervention. The authors place emphasis on “description of the intervention, including the theoretical base, description of the comparison condition, full reporting of outcomes, and inclusion of information related to the design needed to assess possible biases in the outcome data” (Des Jarlais et al., 2004, p. 362). These guidelines provide APRNs with a comprehensive checklist for designing studies and writing research reports.

Case-Control Studies

In a *case-control* study, the investigator first identifies a group of individuals with the attribute of interest (cases), and a second group is identified without the attribute of interest (controls). Cases and controls can be matched individually or as a group for variables that might cause confounding (e.g., age, gender, and ethnicity), or they can be unmatched. If unmatched, then each group should have similar characteristics. As mentioned earlier, matching can be on an individual level or group level. In Chapter 3, we defined the odds ratio (OR) in case-control studies as the odds of being an exposed case compared to the odds of being an exposed control (ad/bc). This is the calculation for an unmatched study. However, when we calculate the OR for a matched
TABLE 4.3a • 2 × 2 Table for Calculating Odds Ratio in an Unmatched Case-Control Study

<table>
<thead>
<tr>
<th></th>
<th>Cases</th>
<th>Controls</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exposed</td>
<td>a</td>
<td>b</td>
</tr>
<tr>
<td>Nonexposed</td>
<td>c</td>
<td>d</td>
</tr>
</tbody>
</table>

OR = \( \frac{ad}{bc} \) (unmatched pairs)

TABLE 4.3b • 2 × 2 Table for Calculating Odds Ratio in a Matched Pairs Case-Control Study

<table>
<thead>
<tr>
<th></th>
<th>Exposed Controls</th>
<th>Nonexposed Controls</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exposed Cases</td>
<td>a</td>
<td>b</td>
</tr>
<tr>
<td>Nonexposed Cases</td>
<td>c</td>
<td>d</td>
</tr>
</tbody>
</table>

OR = \( \frac{b}{c} \) (matched pairs)

pairs study (e.g., matching of individual pairs for a variety of characteristics), we need to take into consideration only those situations in which cases have different exposures. We are not interested in comparing cases with controls if both are exposed (as in “a”) or both are unexposed (as in “d”). Therefore the OR for a matched case-control study is calculated as \( \frac{b}{c} \). Also, of note in a matched case-control study, the 2 × 2 table is set up differently as individual cases are matched to individual controls (Tables 4.3a and b).

Case-control studies tend to be inexpensive and relatively quick to complete, but they have several weaknesses. Because subjects in the groups are not randomly assigned, associations found in the analysis may be the result of exposure to another, unknown variable. To decrease the likelihood of bias, definite criteria should be used so that there is no ambiguity about how to distinguish between a case and a control. Controls should resemble the cases as closely as possible except for exposure to the factor under study. If the cases are drawn from a medical surgical unit in an acute care hospital, then ideally the controls should be drawn from the same population. Matching, as previously described, is one method that can be used so that potential confounders are distributed equally between the cases and controls. A problem with case-control studies is that data are usually abstracted from medical records that are not designed for collection of research material; so data obtained from medical records may be limited and may not provide adequate or accurate information on exposures. For example, data collected from medical records may be incomplete (e.g., missing diagnoses), may use old diagnostic criteria, or may be coded or entered incorrectly. Additionally, if abstracting data from interviews, biases, such as recall bias or reporting bias, may play a role in how data are recorded and ultimately can affect the interpretation and final conclusions of a study.
Databases have become ubiquitous in the healthcare field, and their use is growing. Many of the larger and better known databases are discussed throughout this text. There is a good reason for their frequent mention. Nurses in all fields and in all positions enter data electronically into databases of some kind. Managers use databases to assess the level of satisfaction of their patient population and nursing staff. Direct care nurses use data to assess the performance of their units on important patient care indicators (such as falls) and record patient information into electronic health records that may be linked with larger databases or registries. Departments dedicated to quality improvement track infection rates, readmission rates, and other identified indicators of quality of care.

Some databases are for a single site (e.g., one acute care hospital or one community), but it is becoming increasingly common for databases to be linked or for databases to include information at the state, regional, and national level (e.g., trauma registries that log all incoming trauma data from all trauma centers in the state). State and federal regulatory agencies, such as the Agency for Healthcare Research and Quality (AHRQ) and the Centers for Medicare & Medicaid Services (CMS), are requiring healthcare providers to report specific patient safety indicators. Some of these data, such as those compiled by CMS, are being posted for public view. Other organizations, such as the American Nurses Credentialing Center (ANCC), are requiring data entry for accreditation by programs, such as Magnet, and setting performance standards using benchmarks.

Databases are being developed to meet the needs of specific populations. One such database was developed for quality-improvement and service planning for palliative care and hospice facilities in North Carolina. The system was developed and implemented over a 2-year period and grew from one community-based site to four. The patient data are entered at the point of care (e.g., hospital, nursing home, and hospice). The information captured by the database has strengthened the ability of providers to identify areas for improvement in quality of care and the service needs of the palliative care population (Bull et al., 2010).

Nursing care data that are captured using technology can be aggregated, analyzed, and benchmarked. The information can provide APRNs with a clear picture of the population that they serve and help to guide decisions for the provision of services. Patrician, Loan, McCarthy, Brosch, and Davey (2010) described the creation of the nurse-sensitive indicators for military nursing outcomes database (MilNOD; www.usuhs.edu/tsnrp/index.php). Prospective data are collected and entered into the database each shift by nurses. Information is collected on direct staff hours by levels (RN, LPN), patient census and acuity, falls, medication errors, and other identified indicators for 56 units in 13 military hospitals. The information allows nurse leaders to track nursing and patient quality indicators and to target areas for managerial and clinical performance improvement.

There are many issues that the APRN needs to be aware of when using or developing databases. Databases require a high level of technological expertise to create, maintain, and use. Trained technicians and specialized...
equipment are required. Unanticipated technology-related problems can occur. In North Carolina, the mountains created a barrier for wireless communication of data and another system had to be installed to be able to communicate among sites. MilNOD designers identified the need to focus on a standardized approach for data collection. To minimize bias in their data set, the designers also created standardized definitions and specific and detailed protocols to ensure data are entered accurately and consistently.

Roberts and Sewell (2011) have outlined important requirements for the development and use of databases. Among the important points that they make is that nurses must understand the basics of entering data into databases and how data must be structured. Computer systems must be able to communicate with each other. This includes systems located within one site as well as systems in other sites if it is a multisite system. They also emphasize the need to be consistent in how data are coded.

Successful databases are created collaboratively. Members of the healthcare team who will be entering and using the data need to work together with technicians who understand systems. And the creation of a workable database is just a beginning. Once the data are entered, they need to be analyzed and checked for accuracy (data editing). Posting data that are summarized and benchmarked using graphs and trend lines on shared drives that are accessible to direct care nurses as well as nurse leaders brings the information to people who directly impact care and helps nurses to identify areas for improvement. Nurses at all levels should be involved in data management and analysis.

SUMMARY

APRNs need to carry out studies with strong methodology and designs and understand the factors that can influence study results. One problem with population research is that it is difficult to identify and control for variables that are not part of the study but that may have an effect on the results. When a researcher analyzes data in a study and draws the wrong conclusion, the result is a type I or type II error, also referred to as errors of inference. A type I error occurs when a null hypothesis is rejected when in fact it is true. A type II error occurs when a null hypothesis is not rejected when in fact it is false. There are two kinds of error of measurement—random error and systematic error, and it is essential that APRNs are aware how these errors can occur, how they can impact a study, and what measures can be taken to avoid or minimize them. RCTs are considered the gold standard in population research and offer the best protection for preventing bias, but they are not always feasible. Well-designed cohort and case-control studies are acceptable alternatives when RCTs are not an option.

Databases are increasingly used in healthcare. Aggregated data provide valuable information about population groups that can be used to direct care and establish evidence for clinical guidelines. APRNs should work closely with technology experts in the planning, implementation, and use of databases in order to maximize their ability to analyze data in an accurate and systematic manner. Strong methodology and data collection with a sound research design
are the foundation for an excellent study/intervention that ultimately can contribute to evidence-based practice.

EXERCISES AND DISCUSSION QUESTIONS

Exercise 4.1 Over a period of several months, you notice a significant increase in the number of pediatric patients (less than 1 year of age) who present to the emergency department (ED) with traumatic injuries. You are concerned because many of these injuries could have been prevented and some of them appear nonaccidental. You decide to design an intervention to address risk factors for trauma in infants. There are many settings in which such an intervention can be implemented: the newborn nursery, outpatient clinics, and EDs. The target audience can be expectant parents, parents, healthcare providers, or any combination thereof.

• Where might you find data on traumatic injuries in your area? How can you use these data to help you design an intervention?
• Design an educational intervention to address the risk factors for traumatic injuries in infants. Decide on a site and a target audience. Identify an outcome.
• What type of study design might you use for your proposed intervention?
• What are the advantages and disadvantages of the design you have selected?
• What variables could be considered confounders?
• Describe some of the systematic errors that could occur in your study, and why.

Exercise 4.2 You are an administrator in an adolescent inpatient psychiatric hospital. You are concerned about a recent increase in the use of physical restraints in the hospital. You also notice an increased use of sedating medications. You have not had any recent changes in staffing or patient mix and acuity.

• How might you assess this situation?
• Where might you find the data in your hospital to support your concern?
• What type of study could you perform to identify the cause(s) for the increase in both physical and chemical restraint usage?
• How will you select your population of study?
• How will you select a control group or comparison group?
• What are potential errors in measurement that you may encounter?

Exercise 4.3 You are working in an ambulatory care clinic in an underserved community and are interested in improving the quality of healthcare that is provided in your area. You are concerned about an increase in the incidence of methicillin-resistant Staphylococcus aureus (MRSA) in the population that you serve. Before you launch an educational campaign aimed at both your staff and the community, you need to establish the severity of the problem.

• Identify a database at the local, state, or national level that can help you obtain the necessary information.
  – How can you determine the incidence and prevalence of MRSA in your community?
  – What are some of the potential errors that can occur in the reporting of MRSA to a local, state, or national database?
- How might this affect your interpretation of the data?
- What are some of the barriers to reporting in your community (i.e., hospital, outpatient clinic, nursing home)?

- You decide to begin collecting data on MRSA-related deaths for your local hospital.
- What are some of the problems that may occur during data collection?
- How might you avoid these problems?

- You determine from your investigation that there is a significant problem in your community.
- Describe how you would address the increasing morbidity and mortality of MRSA in the population that you serve.
- What type of study design would you use to evaluate the effectiveness of your intervention?
- What are potential confounders?
- Is there potential for interaction?

Exercise 4.4 Match the term with the correct definition.

a. Decision: Conclude treatments are not different. Reality: Treatments are different.

b. Decision: Conclude treatments are different. Reality: Treatments are different.

c. Decision: Conclude treatments are not different. Reality: Treatments are not different.

d. Decision: Conclude treatments are different. Reality: Treatments are not different.

_____ Type I error
_____ Type II error
_____ Power
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